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Related Work

v Relation reconstruction
Ø MVE (Tang et al. 2017), MNE (Zhang et al. 2018)

Ø CMNA (Chu et al. 2019), GATNE (Cen et al. 2019)
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Conclusion

v We have proposed a novel contrastive framework CREME for multiview network embedding

v Our proposed framework contains two collaborative contrastive objectives, view fusion InfoMax and inter-view InfoMin. 

v Extensive experiments on three real-world multiview networks verify the of CREME.
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Motivation

vHyper-parameters Study
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Experiments

vAblation StudiesvOverall Performance

vVisualization

v Contrastive learning (CL) shows promising performance 
in multiview network embedding.

v Existing CL methods neglect the semantic consistency 
between views in the original network.

v Furthermore, existing CL methods fail to consider inter-
view dependency, leading to suboptimal performance.

Experimental Results
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The Proposed Method

Ø View fusion InfoMax

v Contrastive learning
Ø DMGI (Park et al. 2020)

Ø HDMI (Jing et al. 2021)

Background

v Multiview Networks

v Multiview Network Embedding

Ø Inter-view InfoMin


